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Abstract. We consider action domain descriptions whose meaning { {PushPBrc} {PushPBrc} {3
can be represented by transition diagrams. We introduce several se- O O
mantic measures to compare such action descriptions, based on pref- {P“Sh{};if}flg};“Sh}PBRC}

erences over possible states of the world and preferences over some PowerON gﬂ//ﬁpow”m\f
given conditions (observations, assertions, etc.) about the domsain, a TvON {PushPBry} ~TvON

well as the probabilities of possible transitions. This preference in- {PushPBrv, PushPBrc}

formation is used to assemble a weight which is assigned to an action

description. As an application of this approach, we study the prob-

lem of updating action descriptions with respect to some given con-

ditions. With a semantic approach based on preferences, not only, for

some problems, we get more plausible solutions, but also, for some In this paper, we describe the preference of an agent over action

problems without any solutions due to too strong conditions, we caflescriptions, with respect to some semantic measure. The idea is to

identify which conditions to relax to obtain a solution. We further describe a semantic measure by assigning weights (i.e., real num-

study computational issues, and give a characterization of the coners) to action descriptions, with respect to their transition diagrams

putational complexity of the computing the semantic measures.  and some given conditions; then, once the weights of action descrip-
tions are computed, to compare two descriptions by comparing their
weights.

1 INTRODUCTION We consider action descriptions, in a fragment of the action lan-
guageC [6], which consists of “causal laws.” For instance, the causal

This paper discusses how to compare action descriptions, whosdaw

meaning can be represented by transition diagrams—a directed graph

whose nodes correspond to states and edges correspond to transi- causedPowerON after PushPBrv A =PowerON, (1)

tions caused by action occurrences and nonoccurrences, witltrespe

to some given conditions. Comparison of action descriptions is imeXpresses that the actidtushPBry causes the value of the fluent

portant for applications, when an agent has to prefer one descriptiofowerON to change fromy to ¢; such causal laws describe direct

more than the others. One such application is the action descriptiofffects of actions. The causal law

update problem [2]: when an agent tries to update an action descrip-

tion with respect to some given information, she usually ends up causedTvON if PowerON, @)

with several possibilities and has to choose one of these action de- . .

scriptions. Another application is related to representing an actioffXPresses that if the fluetowerON is caused to be true, then the

domain in an elaboration tolerant way [9, 1]: among several actiod/UeNt 7vON is caused to be true as well; such causal laws describe

descriptions representing the same action domain, which one is tHat€ constraints. The meaning of an action descrigifi@an be rep-

most elaboration tolerant one, with respect to some given condition€Sented by a transition diagram, like in Figure 1. In this transition

describing possible elaborations? diagram, the nodes of the graph (shown by boxes) denote the states

The preference of an agent over action descriptions may be bas&j the world: ) one where both the power and the TV is on, asfdl (
on a syntactic measure, such as the number of formulas: the led8€ other where both the power and the TV is off. The edges denote

: i ;

the number of formulas contained in an action description, the morgCtion occurrences. For instance, the edge fsdms’ labeled by the

preferred it is. A syntactic measure can be defined also in terms diction of pushing the power button on the TV describes that execut-
o )

set containment with respect to a given action descripfiomn ac- "9 this action ak leads tos’. The edges labeled by the empty set are

tion description is more preferred if it is a maximal set among otherdlu€ 1o the law of inertia.

that is contained irD. For instance, according to the syntactic mea- >UPPOSe that we are given another action Qescriaf’t?describ-
sure used in [2] for updating an action descriptimwith some new ing the domain above; and that the transition diagrai ot almost

knowledgeQ, an action descriptio®’ is more preferred i’ is a the same as that db, except that there is no outgoing edge from the

maximal set among others containiigand contained iD U Q is ~ State{ PowerON, TvON } with the label{ PushPBrc }. Which ac-
maximum. tion description should be preferred? To answer this question, we

assign weights to these two action descriptions, based on their tran-
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Figure 1. A transition diagram.




“queries.” For instance, We consider a subset of the action description lang@ai@ that
consists of two kinds of expressions (callisal law$. static laws

ALWAYS \/ executableA, 3) of the form
Ae2f causedL if G, (5)

where2* denotes the set of all actions, expresses that, at every statgnerer, is a fluent literal ands is a fluent formula andynamic laws
there is some action executable. The query of the form

SOMETIMES evolves PowerON ; { PushPBrc }; PowerON causedl if & after U, ©)

4) whereL andG are as above, arld is a formula; the paiif G can be
expresses that, at some state when the power is on, pushing the povegopped ifG is True. An action descriptioris a set of causal laws.

button on the remote control does not turn the power off. For instance, the action description consisting of the causal laws (1),
The question we consider in this paper is then the following: (2), and
Given a setD of action descriptions and a sél of queries, Caused—'PowerQN after PushPBry A PowerON
which action description irD is a most preferred one with re- caused—~TvON if =PowerON (7)
spect toC'? inertial PowerON , = PowerON, TvON,-~TvON.

Our main contributions are briefly summarized as follows. encodes how a TV system operatggrtial L1, ..., Lx stands for

causedL; if L; after L; (1 < i < k).

o We provide an answer to the above question with respectto mainly The meaning of an action description can be represented by a
four semantically-orientechpproaches, by assigning weights to transition diagram. LeD be an action description with a signature
action descriptions ifD, based on their transition diagrams. The £ = (F, A). The transition diagraniS, V, R) describedby D is
weights express preferences of the agent over possible states of tflefined as followss is the set of all interpretationsof F such that,
world and preferences over conditions, as well as the probabilitiefor every static law (5) inD, s satisfiesG > L; V(P, s) = s(P);
of possible transitions. and R is the set of all triplegs, A, s") such thats’ is the only inter-

A simple weight measure is to count the number of querig§ in  pretation ofF which satisfies the headsof all static laws (5) inD
which an action descriptio® entails. In the example abové,  for which s’ satisfies, and dynamic laws (6) it for which s” sat-
entails according to its transition diagram (3) and (4)3das  isfiesG ands U A satisfiesU. For instance, the transition diagram
weight 2; D’ entails according to its transition diagram only (3), described by{(1), (2)}U(7) is presented in Figure 1. Note that there
so D’ has weight 1. Hencd) is preferred oveD’. is a unique transition diagram described by an action description. We

e We apply these approaches to the problem of updating an actiogy that an action descriptiondsnsistentf its transition diagram is
description, and observe two benefits. First, if a problem has manyith nonempty state set.
solutions with the syntactic approach of [2], a semantic approach
can be used to pick one. Second, if a problem does not have any  ACTION QUERIES
solution with any of the approaches due to too strong conditions,

a semantic approach can be used to identify which conditions td© talk about observations of the world, or assertions about the
relax to find a solution. effects of the execution of actions, we use an action query lan-

e We characterize the computational cost of computing the weighguage consisting of queries described as follows. We starthaitic
assignments, which lays the foundations for efficient computationdueries (a) static querief the form

For additional examples and another application, we refer the holds F', (8
reader to an extended version [3], availabléntt p: / / wwww. Kr .

t uwi en. ac. at / r esear ch/ ad- crp. pdf . whereF' is a fluent formula; (bflynamic queriesf the form

necessarilyQ after A;;...; A,, 9)

2 TRANSITION DIAGRAMS AND ACTION _ _ . .
DESCRIPTIONS where( is a basic query and eachy; is an action; and (c) every

propositional combination of basic queries. Aristential queryis
We start with a(propositional) action signatur¢hat consists of a  an expression of the form
setF of fluent names, and a s& of action names. Armction is
a truth-valued function om\, denoted by the set of action names SOMETIMES @, (10)
that are mapped to. A (propositional) transition diagranmof an
action signaturel = (F, A) consists of a se$ of states a func-
tionV : F x S — {f,t}, and a subseR C S x 2* x S of
transitions We say thal/ (P, s) is thevalueof P in s. The states’
such that(s, A, s") € R are the possibleesults of the executioof  whereQ is a basic query. Ajueryis a propositional combination of
the actionA in the states. We say that4 is executabldn s, if at existential queries and universal queries.
least one such state exists. A transition diagram can be thought of  Ag for the semantics, 16F = (S, V, R) be a transition diagram,
as a labeled directed graph. Every stais represented by a vertex ith a setS of states, a value functio mapping, at each state

labeled with the functior® — V/(P, s) from fluent names to truth  every fluentP to a truth value, and a sét of transitions. Ahistory
values. Every triples, A, s’) € R is represented by an edge leading of T of lengthn is a sequence

from s to s’ and labeledA. An example of a transition diagram is

shown in Figure 1. 50, A1,81,...,8n—1,An, Sn (12)

whereQ is a basic query; aniversal querys of the form

ALWAYS Q, (11)



where each(s;, A;11,si+:) (0 < i < n)isin R. We say that a
states € S satisfiesa basic query; of form (8) (resp. (9)) relative
to T' (denotedT’, s = q), if the interpretationP — V (P, s) satis-
fies ' (resp. if, for every history = so, A1, 81,...,8n—1, An, Sn

of T' of lengthn, basic queryQ is satisfied at state,,). For other

forms of basic query, satisfactionis defined by the truth tables of

propositional logic. Ifl" is described by an action descriptitn then
the satisfaction relation betweerandg can be denoted bip, s |= ¢
as well. Note that, for every stateand for every fluent formuld,
D,s E holds F' iff D,s = —holds —F. For every state, every
fluent formulaF’, and every action sequenet ..., A, (n > 1),
if D,s = necessarily(holds F) after A;;...; A, thenD,s |=
—necessarily(—holds F) after A;;...; A,.

We say thatD entailsa queryq (denotedD = g) if one of the
following holds:q is an existential query (10) arts € S (D, s =
Q); g is a universal query (11) ark € S (D, s = Q); g is of the
form—Q andD [~ Q; qis of the formQAQ’, andD = Q andD =
Q’; or g is of the formQ@ v Q', andD = Q or D = Q'. For every
basic quen@, D = SOMETIMES Q iff D = -ALWAYS —Q.

For a setC of queries, we say thd? entailsC' (denotedD[=C) if

D entailsevery query irC'. For instance, consider the action descrip-
tion consisting of (1), (2), and (7) encoding how a TV system Operpy ALWAYS holds ¢ O necessarily F' after A:.

ates;inertial L1, ..., Li stands forcausedL; if L, after L; (1 <

i < k). This action description does not entail any set of queriesy|\waYS holds & > possibly F after A1;

containing
ALWAYS necessarily (holds = TvON) after { PushPBrc }

because this query is not satisfied at the sf&teON, PowerON };
but, it entails the queries:

ALWAYS holds PowerON = TvON,

ALWAYS holds PowerON A TvON D

—necessarily(holds TvON) after { PushPBrv }. (13)

In the rest of the paper, an expression of the form

possibly @ after Aq;...; Ay,

where@ is a basic query and each; is an action, stands for the

dynamic query-necessarily—(Q after Ai;..
of the form

.; Ayp; an expression

evolvesFy; A1 Fi;...; Fy_1; A F, (14)
where eachF; is a fluent formula, and eachl; is an action, stands
for holds F, A possibly (holds Fi A possibly (holds F> A

...) after A,) after A;; and an expression of the form

executableA;;...; A,,

where eachA, is an action, stands for the dynamic query

possibly True after As;...; A,. We sometimes dropolds from
static queries appearing in dynamic queries.

Queries allow us to express various pieces of knowledge about thré'

In general, the existence of a history (12) such that, for eaclfithe
history, the interpretatio® — V (P, s;) satisfies some formul&;
can be expressed by the query:

SOMETIMES evolves Fo; Ay Fr; ... Fro1; Ap; Fr. (15)
For instance, query
SOMETIMES evolves PowerON ; { PushPBrv }; (16)

—PowerON; { PushPBrv }; PowerON..
describes the presence of the following history in Figure 1:

{PowerON, TvON }, { PushPBrv },{—~PowerON,

—~TvON},{PushPBrvy }, {PowerON, TvON }. (27)

Also we can express that there is no transition from any state where
a formulaF holds:

SOMETIMES holds F' A /\A A necessarilyFalse after A.
€2

Like in [2], executability of an action sequence
Ai,...,A, (n > 1) at every state can be described by
ALWAYS executable A;i;...;A,; mandatory effects of a se-
quence Aq,..., A, (n > 1) of actions in a given context
L Ang
and possible effects of a sequence of actions in a context by
..; An. Inthe last two
queries F' describes the effects addthe context.

4 WEIGHT ASSIGNMENTS FOR ACTION
DESCRIPTIONS

To compare action descriptions with respect to their semantics, we
can assign weights to them, based on their transition diagrams and
a given set of conditions. We present below several weight assign-
ments, each with a different motivation expresses some appeal of the
action description.

4.1 Weighted states

We can specify our preference over states of a transition diagram
(S, V, R) by assigning a weight to each stateSnby a functiong.

Such a function assigning real numbers to states of the world can be
considered as atility function, as in decision theory. If one state of
the world is preferred to another state of the world then it has higher
utility for the agent; here “utility” is understood as “the quality of
being useful” as in [11]. Alternatively, the functigncan be viewed

as areward function being at a state will give a reward ofg(s) to

the agent.

Given a utility function for a sef of states, we can identify the
highly preferred states relative to a given numbex state with the
weight greater thahis highly preferred. Then, one way to define the
weight of an action descriptio® relative tog and! is as follows:

weights(D) = |{s : s € S, g(s) > l}|.

With respect to this definition, the more the number of states that are
ghly preferred by the agent, the more preferred the action descrip-

domain. For instance, we can express the existence of states Wheré'%P IS.

formula F holds:SOMETIMES holds F. Similarly, we can express
the existence of a transition from some state where a forifililalds

to another state where a formufd holds, by the execution of an

action A:

SOMETIMES holds F A possibly F’ after A.

For instance, consider the transition diagram in Figure 1 described
by D. Take, for each € S,

g<s>={f

Takel = 1. Thenweight, (D) = 1.

if PowerON € s

otherwise (18)



4.2 Weighted queries For instance, suppose th@tconsists of query (16), with weight
3. Consider the transition diagraf = (S, V, R) in Figure 1. Let

We can assign weights to queries to specify preferences over condis yenote history (17) by, and query (16) by. ThenHc contains
tions they express. Based on such weighted queries, we can defir@{eu ¢). Take g(s) as in (18). Takd = 1. Suppose that, for each
the weight of an action descriptian as follows. tra’nsiﬁon(s A8 in R ’ ' '

Let C be a set of queries, along with a weight functjpmapping
each condition inC' to a real number. Then one way to define the 0.5 if s = {PowerON, TvON}
weight of D (relative toC and f) is by m((s, A,s')) = { AAl =1 (20)

1 otherwise.
weightq(D) = Z fe)
€0, Dlse Then u(w) is computed as 3.5. andi(w) = wu(w) X

Intuitively, the weight of an action description defined relative to the > _ ., . ¢ m, f(c) = 3.5 x 3 = 10.5. Henceweight, (D) = 10.5.
weights of queries shows how much the 6ebf given preferable
queries are satisfiedVith this definition, the more the highly pre-

ferred queries are satisfied, the more preferred the action descriptio#'4 Weighted queries relative to weighted states

is. The three approaches above can be united by also considering to what
For instance, suppose th@tconsists of (16) and extent each universal query @ is entailed by the action descrip-
tion. The idea is while computing the weight of a description relative
ALWAYS executable { PushPBrc}, (19)  to weighted queries, to take into account the states at which these

queries are satisfied.

Let D be an action description. L&t = (S, V, R) be the transi-
tion diagram described b®, along with a weight functioy map-
ping each state iff’ to a real number. Lef’ be a set of queries such
4.3 Weighted histories that every query in C is an existential query, a universal query, or a
disjunction of both.

First, for each state in S, we compute its new weight (s), tak-
ing into account utilities of the desired histories starting wsitih.et
Hc be the set of pair§w, ¢) such thatw is a desired history i’
with respect to the query of form (15) inC. Let W be the set of
histories that appear ifi¢. Letu be a function mapping a histogy
to a real number, describing the utility of statevith respect tow.
Then the new weight functiog is defined as follows:

with weights 1 and 2 respectively. For the descriptiorwith the
transition diagram in Figure Yyeight, (D) = 3.

In a transition diagrari’ = (S, V, R), we will say that a history (12)
of lengthn is desiredwith respect to a given query (15), if, for each
i, the interpretatior? — V' (P, s;) satisfiesF’.

Let D be an action description, arfd = (S, V, R) be the transi-
tion diagram described b§. Let C be a set of queries, along with a
weight functionf mapping each condition i@ to a number. LeH
be the set of pairéw, ¢) such thatw is a desired history ifl" with
respect to the queryof form (15) inC'. Let us denote byt(w) the
startir!g states, of a_historyw of form (_12)._We define a functioh ) 9(s) if Aw(we W A st(w) = s)
mapping each desired histony appearing inH¢ to a real number, ¢'(s) = 3 w(w) otherwise.
in terms of the utilityu(w) of statest(w) with respect tau: wEW,st(w)=s

Next, for each queryin C, we compute its new weighft (c). Let
h(w) = u(w) x ZW)C)EHC f(e). f be a function mapping each conditiondnto a real number. We

) _ _ will denote bySp (B) the set of states such thatD, s = B. Then
The functionu mapping a historyw of form (12) to a real number e definef’ as follows:

can be defined in terms of a sequence of functipn&iven a utility

function (or a reward functionj mapping each state ifi to a real a ifqg=q¢Vvq’
number, and &ansition modeln mapping each transitiofs, A4, s”) Flq) = B if g = ALWAYS B
in R to a probability (i.e., the probability of reachingfrom s after e ~ if ¢ =SOMETIMES B A |Sp(B)| >0
execution ofA): 0 if g=SOMETIMES B A|Sp(B)| =0,
un(w) = g(sn) ' wherear = f'(¢') + f'(d"): B = F(@) X D cs, ()9 (8)i v =
ui(w) = g(s:) +m((si, Ait1, si41)) X ui1(w) (0 < i < n) £(@) % (e, (8 9 (9))/1Sp(B)|). Intuitively, f’ describes to
u(w) = uo(w). what extent each preferable queris satisfied.

Then the weight oD (relative toC' and f) is the sum:

weightqs (D) = Z f'(q)-

qeC

These equations are essentially obtained from the equations used
for value determination in the policy-iteration algorithm described
in [11, Chapter 17]: take{so,...,sn} as the set of states,
(si, Ait1, si+1) as the possible transitions, the mapping— A;11

as the fixed policylJ asu, U; asu;, R asg, andM asm. Then we
can define the weight d in terms of the weights of desired histories
wi,...,w, appearing ind¢ as follows:

weighty (D) = Z;l h(w;).

The more the utilities of desired histories (or trajectories) satisfied _ _
by the action description, the more preferred the action descriptiorand query (16), denoted hy, c> andcs respectively. Consider an
is. action descriptiorD, with the transition diagram in Figure 1. Let us

Intuitively, it describes how much and to what extent the given prefer-
able queries are satisfied.
For instance, suppose thatconsists of three queries:

ALWAYS executable { PushPBrv }, (21)

SOMETIMES —executable{ PushPBrc, PushPBrv}, (22)



denote history (17) byw; then Ho = {(w, c3)}. Take the utility {}O {PUShPBTV7PU5hPBRC}®}

functiong as (18), and the transition model as (20). Takef (¢, ) = gZEZIIZgRC%

TV
1, f(e2) =2, f(cs) = 3. Theng'({ PowerON, TvON}) = 3.5, PowerON { PushP B PushPB E——
g ({~PowerON,~TvON}) =1, and f'(c1) = 4, f'(c2) = {PushPBryv, PushPBre}

PushPB -
4, f'(c2) = 10.5. Thereforeweightys (D) = 18.5. TvON [~~~ APushPBrv} —7|2TvON

Figure 2. Transition diagram oD(®) = D, UQ U {(2)}.

5 APPLICATION: UPDATING AN ACTION

DESCRIPTION

Suppose that an action descriptibnconsists of two partsb,, (un- 0 {PushPBrc}
modifiable causal laws) anB,,, (modifiable causal laws); and a set O PushPBoo PushPB 0
C of conditions is partitioned into twaZ,,, (must) andC,, (prefer- Poweron] 7" (PushP By} ¢} [ PowerON
able). We define aiction Description Update (ADUproblem by TvON —~TvON
an action descriptioD = (D., D»,), a set@ of causal laws, a PushPBrc}
setC = (Cm,Cp) of queries, all with the same signature, and a {PushPBry}
weight functionweight mapping an action description to a number. (PushPBro) (PushPBrv}
The weight function can be defined relative to a set of queries, a util- e PowerON| ~{PushPBry, PushPBrc}
ity function, or a transition model, as seen in the previous section. We -TvON
say that a consistent action descriptibhis asolutionto the ADU O
problem(D, Q, C, weight) if

hQuDb,CD CDuUQ, Figure 3. Transition diagram oD = D, UQ U {(1)}.

(i) D' [= C,
(iii) there is no other consistent action descriptiPi such that
" " . "
gefgh’iFD% DT € DUQ, D" |5 Cm, anduweight(D") > can be represented by a transition diagram almost the same as in that
’ of D (Figure 1), except that there is no outgoing edge from the state

The definition of an ADU problem in [2] is different from the one {PowerON, TvON} with the label{ PushPBrc}; thus only (3),
above mainly in two ways. Firsty, = 0. Second, instead of (ii) (23), and (16) inC' are entailed byD U Q. The question is how to
above, the following syntactic condition is considered: there is noupdateD by @ so that the must conditions;,,, are satisfied, and the
consistent action descriptian” such thatD’ ¢ D” C D U @, and preferable conditionsy,,, are satisfied as much as possible.

D" EC. The consistent action descriptions for which (i) holds are
The semantic approach above has mainly two benefits, compared

to the syntactic approach of [2]. First, there may be more than one DY =DuQ,

solution to some ADU problems with the syntactic approach. In such D® =D, uUQU {2},

cases, a semantic approach may be applied to pick one of those so- D® =D,uUQU {M},

lutions. Example 1 illustrates this benefit. Second, for an ADU prob- DW =D, uUQ.

lem, if no consistent action descriptid) satisfying (i) satisfies the

must queries@,»), there is no solution to this problem with either With the syntactic approach of [2], we have to choose betw2€n
syntactic or semantic approach. In such a case, we can use the semand D®, since they have more causal laws. Consider the semantic
tic approach with weighted queries, to relax some must queries i@pproach based on weighted histories (u@ight = weight,), with

Cy (e.9., move them t6’,). The idea is first to solve the ADU prob- (18) as the utility functiory, (20) as the transition modet, and

lem ((Du, D), Q, (0, Cy,.), weight), whereCy, is obtained from

C., by complementing each query, and where the weights of queries ~ f(¢1) =3, f(c2) = 1, f(c3) = 4, f(ca) = 3, f(c5) = 2.

in C}, are equal to some very small negative integer; and then t
identify the queries of’;, satisfied in a solution and add thefh,
with weights multiplied by -1. This process of relaxing some condi- so = { PowerON, TvON },
tions of C;, to find a solution is illustrated in Example 2. s1 = { PowerON,—~TvON},

sg = {~PowerON,-~TvON};

?_et us consider the states

Example 1 Consider, for instance, the action descriptidh =

(Dm, Dy), whereD,, = {(1),(2)} and D,, is (7), that describes gnd the histories
a TV system with a remote control. Suppose that, later the following

information, @, is obtained: wo = so, { PushPBrc}, s1,

causedTvON after PushPBrc A PowerON A —TvON w1 = s1,{PushPBro}, so,

wa = So, { PushPBrv }, s2, { PushPBrv }, s1,
caused—TvON after PushPBrc N TvON. ws = 51, { PushPBry }. 52, { PushPBrv}. 51

Suppose that we are given the §ét= (C.,, Cp) of queries where

C.. consists of the queries (3) and whose utilities,u(w;) = wuo(w;), can be computed as shown in Ta-

ble 1. That s,

SOMETIMES evolves—~TvON; { PushPBrv }; ~ TvON, (23)
u(wo) = 3,u(wr) = 4, u(wsz) = 3.5, u(ws) = 5.
andC), consists of the queries (16), (22), (21), (19), (4), denoted by
ci1,. .., cs respectively. Wher is added taD, the meaning oDUQ For D® (Figure 2), sincedc, = 0, weight, (D) = 0.



to express that, among the consistent action descriptiohgor

Table 1. Utilities of histories in Example 1. . . . . L. .
P which (i) and (ii) hold, an action description that is “closest” to (or

w | @ wi(w) most “similar” to) E is picked. Here, for instancé; may beD U Q,
wo | 1| g(s1)=2 to incorporate as much of the new information as possible, although
wo (13 ggsﬂg + 7;«30’ {PushPBrc},s1)) X u1(wo) =3 D U Q may not entailC. What is meant by closeness or similarity
wi giso is based on the particular definition of the weight function. For in-
Z; g gg; J:;«Sl’ {PushPBre}, so)) X ur(wn) =4 stance, based on the weights of the states only, ith = 1 if s is
wo | 1| g(s2) + m((s2, {PushPBry},s1)) x uz(ws) =3 a state ofF, and 0 otherwise, the closeness of an action description
wg | O ggsog + 72n(<so, {PushPBry },s2)) X ui(wz) = 3.5 to E is defined in terms of the common world states.
ws | 2| g(s1) =
w3 1 g(52) + ’In(<527 {PushPBTV},$1>) X U2(w:),) =3
w3 | 0| g(s1) +m((s1,{PushPByy},s2)) X ur(wz) =5 6 COMPUTATIONAL ASPECTS
We confine here to discuss the complexity, in order to shed light on
For D® (Figure 3), sinceHc, contains (wo, ¢s), (wr,cs), the cost of computing the weight measures. We assume that the basic
(w2, c3), and(ws, c3), functionsg(s), f(q), andm((s, A, s')) are computable in polyno-
mial time. For a background on complexity, we refer to the literature
weight,(D®) = (see e.g. [10])?
u(wo) X f(cs) + (w1) x f(cs) +u(ws) x f(es)+ Apparently, none of the different weights above is polynomially
u(ws) X f(c3) =3 x2+4x24+35x4+5x4=48. computable from an input action descriptidn and a setC' of
queries in general. Indeed, deciding whetldras any states is NP-
ThusD® is the solution. complete, thus intractable. Furthermore, evaluating arbitrary queries

gonD (D E q) is a PSPACE-complete problem. Indeed;an be
evaluated by a simple recursive procedure in polynomial space. On
Example 2 Take D, Q, C,, and DV—D™® as in Example 1, and the other hand, evaluating Quantified Boolean Formulas, which is

Cr as the set consisting of the queries PSPACE-complete, can be reduced to deciding- q.
SOMETIMES - \/A€2A executableA, (24) Table 2. Complexity of computing weights (completeness)

Input / Weight | weights | weight, |weight weightgs

ALWAYS —evolves—TvON; { PushPBrv }; = TvON, (25) | | - | o
D, C #P  |FPSPACE| GapP* | FPSPACE

denoted by, andc, respectively. None of the descriptions > — D.C.S polynomial

D™ entailsC,,,. Therefore, there is no solution to the ADU problem - g

above with either the syntactic approach of [2] or any of the semantic po I

approaches above. To identify which querie€iin we shall move to * #P for non-negativg(s).f(q); ** |S| is polynomially bounded
Cp, first we obtainC;,, from C,, by negating each query if,,,, and

assigning a very small negative integer, say -100, as their weights. So

C), consists of the queries (3) and (23), denoted’byndcy, with
weights -100. With the semantic approach based on weighted queri@ 1 Computation givenD and C'
(i.e., weight = weight ), )

As it turns out, all four weights are computable in polynomial space.

weight, (DY) = f(¢) = =100, This is because each weight is a sum of (in some cases exponentially
weight, (D) = weight,(D®) = f(c}) + f(c§) = —200, many) terms, each of which can be easily computed in polynomial
weight,(D™W) = f(c}) + f(c¥) = —200, space, using exhaustive enumeration. In some cases, the computation

is also PSPACE-hard, but in others supposedly easier:

the description D) is the solution to the ADU problem
((Du, D), Q, (0, Cy,), weight,). This suggests relaxing the must
query (24) (i.e., adding the query (24) €3, with the weight 100)
and solving the new ADU problen{(D., D), Q,{(25)},C, U
{(24)}, weight,), for which the descriptioD,, U Q is the solution.

Theorem 1 Suppose that we are given an action descripfinra set

C of queries, a functiog mapping every state a number, a function
f mapping every query i@ to a number, and a functiom mapping
every transition to a probability. Suppose that these functions are
computable in polynomial time. Then the following hold:

(i) Computingweight (D) relative tog is, #P-complete;

5.1 Other semantic approaches to action (i) Computing weight, (D) relative to C and f is FPSPACE-
description updates _ complete; , .
(iii) Computing weight, (D) relative toC, f, g and m is (modulo
Given a consistent action descriptid) condition (iii) of an ADU some normalization) #P-complete, if the rang¢f @indg are non-
problem(D, Q, C, weight) can be replaced by negative numbers, and GapP-complete for arbitrfrgnd g;
(iv) Computingueight (D) relative toC, f, g andm is FPSPACE-

(iii) " there is no other consistent action descriptiofi such that
QUD, CD'"C DUQ,D" E Cn, and|weight(D") —
weight(E)| < |weight(D') — weight(E)| 2 Seealsdit t p: // qwi ki . cal t ech. edu/ wi ki / Conpl exi ty_Zoo

complete.




These results are also shown in the first row of Table 2. Here #P [10have that

is the class of the problems where the output is an integer that can be
obtained as the number of the runs of an NP Turing machine which weight (D) = Z u(w)x f(e) — Z —u(w)x f(c),
accepts the input; problems polynomially solvable with an #P oracle (w,c)€HY (w,cyinH

are believed not to be PSPACE-hard. GapP [4, 8] is the closure of #P

under subtraction (equivalently, it contains the functions which arevhereH/; contains all pair§w, c) from Hc such thatu(w)x f(c)

expressible as number of accepting computation minus the numbé§ Positive andH;" contains all pairw, c) from Hc such that

of rejecting computations of an NP Turing machine). u(w)x f(c) is non-negative. BOch(w,%Hg u(w)x f(c) and
Informally, corresponding proof ideas for Theorem 1 can bez(w)eHE —u(w)x f(c) can be computed in #P. On the other

sketched as follows: _ hand, computing the differencé — f» of two #P functionsf;
ad (i). Computingweights(D) amounts to counting the number o, ¢, can be polynomially reduced to computingight;, (D) for

of statess such thaty(s) > [. This problem is thus easily seen t0 g,me action descriptiof in polynomial time. More precisely, with

be in #P. Moreover, it is also #P-complete, since the canonical #P,

; e a slight adaption of the above construction, we can reduce comput-
complete problem #SAT of counting the models of a proposmonaling the difference of the number of satisfying assignme#(&: )

formulz‘a‘ is readily reduced to it and#(E-) of two SAT instanced”; and > on atomse, . .., Tn,

ad (i2). As for weight,(D), we must evaluate each queryC'  roqnectively, (which is GapP-hard) to computiagights (D). For
on D and then take a sum. As testigj=q is PSPACE-complete, s we assume without loss of generality that b&thand E- are
computingweightq(D) is in FPSPACE, i.e., the class of functions not satisfied if all atoms;; are false, and redefings) to
computable in polynomial space. Moreover, the problem can also be

shown to be hard for this class. 2" if s satisfieskEh A - Es,
ad (i7¢). Computingweight (D) modulo some normalization g(s) = { —2" if s satisfiesnE; A Es,
(which casts the problem to one with integer values), can like com- 0  otherwise
puting weights(D) be seen to be in #P, if the functiog$s) and ) _
(q) are non-negative. Indeed, each relevant historyan be non-  This has the effect that any histoty= so, A, s1 where(w, c) € C,
deterministically generated in polynomial time, ando) andh(w) ~ Will contribute zero toweight,(D) if E1 and E; have the same
are easily computed from; to account for(w), simply that many ~ value for the assignment, and contributé:(w)x f(c) = 1 (resp.,
accepting computation branches are nondeterministically generatei(w)x f(c) = —1) if E\ is satisfied but nok; (resp.£: is satisfied
On the other hand, #SAT is reducible to computingighty, (D). but notE, ). In total, weight,, (D) amounts then te# (E1) — #(Ez).
We sketch here a simple reduction, which is as follows. SupposéS consequence, computingeight, (D) for general f and g is
that E is a SAT instance on propositional atoms . . ., z,,, which  (modulo some normalization) complete for GapP.
without loss of generality is not satisfied if all atoms are assigned 2ad (iv). Computingueight,s (D) is more involved than comput-

false. We letz:, . .. , z., be the fluents and the single action symbol N weight,, (D). Here, we must take modified state rewagé)
in an action descriptiol, which consists of all statements into account and normalize witft'» ()| for certain queries. How-
ever, both values are computable in polynomial space, and thus also
caused z;if =x; after T, f'(q) for each query. Consequently, computingeight,s(D) is
caused—z; if —z; after T, in FPSPACE; like computingveight,(D), it is also FPSPACE-
complete.
whereT stands for a tautology, and I€t consist of the single query I comparison, weight;(D) and weighty(D) are of the

same computational degree of difficulty, whileeight,(D) and

" weightqs (D) are harder under common complexity hypotheses. For
c= evolves/\ iy 0; T gueries where nesting of formulas is bounded by a constant, the com-
i=1 plexity drops below FPSPACE.

Informally, the transition diagram ab for the empty actiori) the
complete graph whose nodes are all truth assignments to.,z,,, 6.2 Computation givenD, C, and statesS of D
andc captures the transitions from the assignment in which all atom
are false to some arbitrary assignment via the empty aétiddow
we define thay(s) = 2" if s satisfiesF’, andg(s) = 0 if s does not
satisfy E, for eachs. Furthermore, we define that transitions have
uniform probability, i.e.;m((s, A,s’)) = 1/2" for each transition
(s, A, s") in the transition diagram described By, Let f(c) = 1.

It is easy to see thallc contains all pair{w,c) wherew =
so0, 0, s1 such thatso is the state in which alk; are false ands;
is an arbitrary state. Furthermorke(w) = 1 if s; satisfiesE and
h(w) = 0 otherwise. Thereforapeight, (D) is the number of sat-
isfying assignments off. Since D, C, m, f, andg are obviously
constructible in polynomial time, and since moreowey f, andg
are computable in polynomial time, we obtain #P-hardness of com
putingweightn (D).

In case of arbitrary (possibly negativey(s) and f(q), Theorem 2 Suppose that we are given an action descriptidrthe
wetghty (D) is computable as the difference of two #P functions. setS of states described b, a setC' of queries, a functiog map-
Therefore, computingreighty (D) is in the class GapP. Indeed, we ping every state i to a number, a functiorf mapping every query

?nformally, a source of complexity is thdd may specify an expo-
nentially large transition diagram. If T" is given, then each of the
four weights can be calculated in polynomial time. In fact, not the
whole transition diagram is needed, but onkgkevant part denoted

Tc (D), which comprises all states and all transitions that involve
actions appearing i6'.

Now if the state setS is known (e.g., after computation with
CCALC [7]) or computable in polynomial time, theéf- (D) is con-
structible in polynomial time. Indeed, for each states’ € S and
each actiond occurring in some query, we can test in polynomial
time whether(s, A, s’) is a legal transition with respect 9; the to-
tal number of such triples is polynomial {i¥]. Then the following
result (the second row of Table 2) holds.



in C to a number, and a functiom mapping every transition to a

and thus computing is in the respective class {P. The following

probability. Suppose that these functions are computable in polynotheorem summarizes these results (the third row of Table 2):

mial time. Then each weight functiomeight (D) (relative tog),
weight (D) (relative toC' and f), weight, (D) (relative toC, f,
g and m), and weight (D) (relative toC, f, g and m), can be
computed in polynomial time.

Obviously, computingweights(D) on T¢ (D) is polynomial.
Similarly, computingweightq(D) is polynomial since for each
querygq, testingD E ¢ is polynomial onT¢(D): label each state
s € S bottom up with the subformulag of ¢ that are true at, and

Theorem 3 Suppose that we are given an action descriptidrthe
setS of states described b, a setC' of queries, a functiog map-
ping every state ir$ to a number, a functiorf mapping every query
in C to a number, and a functiom mapping every transition to a
probability. Suppose thas| is polynomially bounded, and the func-
tions f, g, m are computable in polynomial time. Then computing
each weight functionweight (D) (relative tog), weight (D) (rel-
ative toC' and f), weight, (D) (relative toC, f, g andm), and

evaluate every dynamic query of form (9) by considering all reach-weight (D) (relative toC, f, g andm), is in F i P,

able nodes at distanee

For computingweightn (D), we can also exploit a labeling tech-
nique to avoid considering exponentially many pathgin( D) ex-
plicitly. First, for a queryq of form (15), we label all states with
pi, @ € {0,...,n}, such thats = s; for some historyw =
S0, A1, 81,...,An, s, satisfyingg, in polynomial time. Here is a
two pass procedure for labeling the states:

1) Firstlabel, for each statg all statess” at distanceé = 0,1,...,n
with r; that respect the prefix of somedesired with respect t@
such thats = sp ands’ = s;.

2) Then, going backwards from states labeled withturn eachr;
(i=n,n—1,...,0)into p;.

Now fori = n,n — 1,...,0, we can for each state labeled
with p; compute the sum of the utilities(w’) of all suffixesw’ =
Siy Ait1, Sit1, - .., An, sn, Of SOMe historyw satisfyinge such that

s; = s, easily. In particularyg (s) is the sum of all utilities:(w) of
histories that start at and satisfyy. Exploiting this,weighty (D) is

On the other hand, tractability of any of the weight functions in
the case whergS| is polynomially bounded is unlikely, since solv-
ing SAT under the assertion that the given formélahas at most
one model (which is still considered to be intractable) is reducible to
computingweight, (D) for eachp € {s,q, h, qs}.

7 CONCLUSION

We have presented four ways of assigning weights to action descrip-
tions, based on the preferences over states, preferences odér con
tions, and probabilities of transitions, so that one can compare the ac-
tion descriptions by means of their weights. We have illustrated the
usefulness of such a semantically-oriented approach of comparing
action descriptions, on the problem of updating an action description,
in comparison with the syntactic approach of [2]. Further examples
and applications are considered in an extended version of this paper
[3].

Further work will aim at implementations of the weight measures,

then readily computed by rearranging the sum of its definition: Forbased on the complexity characterizations and algorithms obtained

each relevant queryof form (15), sum up the theg(-) values at all
states and multiply the result with(c). This gives one summand of
a sum to build over all relevant queries (i.e., queries of form (15)).

Example 3 Consider, for instance, the action descriptif® (Fig-
ure 3) in Example 1; take, ands; as specified in Example 1. For
query (4), in the first pass of the labeling process, statis labeled
with 7%, r7*; and states; is labeled withrg', r{°; in the second
pass, both states ands; are labeled withhg andp; . Given the util-

ity function and transition model as in Example 1 (i.e., as (18) and

as (20), respectively), and assuming a weighif of) = 3 for the
query, summing up we obtain:

ui(so) = g(so) =2,

ui(s1) = g(s1) =2,

uo(so) = g(so) +m({so,{PushPBrc},s1)) X ui(s1) = 3,
uo(s1) = g(s1) +m({(s1, {PushPBrc}, s0)) x ui(so) = 4.
And in total

f(e) x (ug(s0) + ug(s1)) = 21,

as the summand for the quewy, considered (and as the value for
weighth(D<3>) asc is the only query considered in this example).

Using the same techniques as feeight, (D), we can com-
pute ¢’ (s) for each states in polynomial time onT¢ (D) and also
|Sp(B)|. Therefore, alsaweight,s (D) is computable in polynomial
time in this case.

Finally, if the state spac# is not large, i.e.|S| is polynomially

and to investigate restricted problem classes. Another issue is to ex-
plore further measures.
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